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1. INTRODUCTION

Some recurrence relations between the mixed moments and
between the expected values of functions of order statistics have been
obtained by Joshi [2] and Krishnaih and Rizvi [4] respectively,
assuming the sample observations from the absolutely continuous
population. The aim of. this paper is to generalize those relations
for discrete population. The author feels that the relations also hold
even for mixed and exchangeable variates.

2. ASSUMPTIONS AND NOTATIONS

Let X be an integral-valued random variable with probabﬂity mass
function P (X=x)=p(x) forx= —, 2, —1.0,1,2, ... and camulative

distribution function (cdf) P(x)= z pG). Let X1., <Xo:n
i<x

«e <X . , be the ordered sample from a discrete population. The first

moment E (x"") and the mixed moment E(X,., X ;.,) are denoted by

bopn (1 Sr<n) and g, (1 Sr<s<n) respectively and the exis-

tence of these moments is assumed.

\

-3. RECURRENCE RELATIONS

Let _
Wi={(x,p)): —o<xg<<®}
We={(x,p): —0o<xLy< 0}
R=WiU W,

I'(p) L'(g) [(r)

C(p+q+r) Py r>0

B(p,qr)=
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and following by Khatri (1962)
P(x)
W (1=w)" " dw
P(x—1)
P (X, =x,' Xen =) B, s—-rl, n—-s—}-l.) J.I w1l (v—w)-1-1
(1—v)y"2dy dw
where the integration is to be carried out over the region : v > w,
- P(x) 2w>2P(x—1and P(y) > v> P(y—1)
. Thenforl < r<n

1

‘ P (Xpp=x)= m)

© P(x)
l —)
(3.1) ey = BG on—r¥1) Z j wL (1 -W)’f" dw

— o P(x—1)
and for | <r <s<n :

: 1
(3.2) broen=g (r,s—r,n—s+1) z xY

Wi

J‘ S w1 (y—w)s-r-1 (1 —.v)""'8 dv dw

] .
- _‘B(r, S—r,B—s+1) z Xy IJ =1 (w—yp)s-r-1
w2 )
(l_;W)n."s dy dw

Theorem 1. Forl < r<n—1

| IR
G3) B, von + oD "(" 7B, nmrrmp)

n-r
n—r—i m—r—i\ p; L
e, n—r+1:n-i=z (-1 ( ) y‘t..l Bp—i:n—i
i

i—1 )

: i=1 =l
Proof.

Consider

} S= z Xy “‘ wr—1 (v;w)"—’—1 dy dw
i ' : R
= =y [[ e
R

- n

v

(ni_——rl—' I) (— 1yn=r=t yn=r=4 =1 dy gy

.
i
-

-n.._.._LJ o
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;E(_,‘)n r— z( . )5’;_ V-n;i—:;:—i

i=1

Again A ,
S= z .x y ”. w1 (y—w)r-m-1 dy dw
A A
+ Z xy ‘” V-1 (w—v)*~1 dy dw
W .
= WUpy:pn B(@r,n—r+1)
+ z Xy H =l (w—v)""1dv dw .
Wa '
Now

2 Xy ” y=1 (w—y)n-r-1 dv dw
wg
r—

-3 (7)o
z H (l;—w)""“l(l—-v)"“-1 dv dw

=Z ('7‘)(—1)"—"3(1, n—ry n—r)
150
) 1, n—r41 : n—i
Hence the theorem.

Corollary. 1If the parent distribution is symmetrical about zero,
then
(3.4) {1+(—1)"B (1, n—r, ")}l‘-l,n—r+1:n
r=1 .
= > (-en ( t ) B (1, n—r, r—i)
i=1
y‘ls n_r+l:’l—-1

P, r— p,i:. y”l—.: —f
+2 (=1) ( i—1 ) ;" ,:_n,

f=2
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Lemma. For symmetrical distribution zero, @;.; =0 and
bron:n= Y1, n—r+1:n .

Proof of the Lemma. Putting r=n=1 in (3.1) and using the fact

x)=p(—x), P(x)=1— P(—x—1), P (x —1)=1—P _(—x) for discrete

symmetrical distribution about zero, we get tr:1 =0. Similiarly
Wrn : =K1, n—r+1:n €20 be proved.
> Using the lemma in (3.2), (3.4) is obtained. It is concluded that
for symmetrical population, the mixed moments py;., can only be
obtained for even values of n when the first and mixed moments of
order statistics for a sample less than » are available. For odd values
of n, the relations involving the first and mixed moments in samples |
of size n—1 or less is obtained. For particular values of r we can
draw the same conclusion as given by Joshi (1971).

Theorem 2, Forl < r<<m<n
. )
r—i

(Y7 Josisrm

. E (h (Xr—i:_m—H-s) )

G.5) EG (Xr;m))=( o )i('“l)“(
§=0

and also

66 E (X,;m.) )= ( " )zj fil)s (r—'{.-s)
. §=0

[ ( i‘ )/(m;——i{js) ] EhXrgs:mej+s))0<J < m—r

where £ (.) is an arbitrary specified function such thatE [h(X)]
exists.

Proof. For!l <rs<m<nand0 < i<<r—1, we have

SEBX,y )] = zm h(x) ( ’:1 ) J-P(x)wvf—i(l—w)m“’ dw
— P(x—-1) ’
© P(x)
- (" Z h (x) I

P(x-1)

I
' 8
M-

(—-1)8( : )wr—fﬂ(l—w)m-m?w

ty
I
(=1
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i
m =) m—i+s r
-(7) 2 <L) () 1)
s=0 ,
Eh X—i:m—its))
Alsofor 1 € r < mand 0 < j < m—r we have '

= P(x)
.E(h(Xr:m))'—"-Z h(x)r("?) J. wr=1
— P(x—1)

zj: (—1)a(£) W (L—w)mr dw
s=0 .

j . . |
() F AU )
EhXrys:m-jys))

On the choice of k (x), the relations between the moments, between
the moment generating functions, between the characteristic functions
and between the pdf’s of order statistics from discrete population can
be obtained. ‘

This is well known (David 1970, p. 38) that

n

Bt => (T0)(7) o B

i=r

showing that the expected value of X, . n 18 expressible in terms of the
expected value of the maximum in samples of sizes r, r+1, ..., n. If
we choose r, a function of n, say r(n) such that r(n)/n—-p (0 <p < 1),
a constant as n— oo representing Xr. , , a sample quantile of order

p and thereby the expected value of a sample quantile may be
computed.

In a similar manner the expected value of sample quantile can be
expressed in terms of the expected value of the minimum in samples

of sizes n—r+1, n—r+2, ..., n by using the recurrence relation
) .
i—1 n e
EX,.n)= 2 (n_r) ( ; )(~1)‘ Mr1E(Xy, ;)
i=n—r+1 .
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The expected value of a sample quantile of a certain order can
also be expressed in terms of the sample quantiles of higher order in
samples of n—k, n—k+1, .. , n by the relation given below

. k ,
E(X,.n)= j;zo (_1)1( Hil‘ )[ ( rll ) /(n;-'f:ﬂ):l

E (Xj+r ; n—k+j)
Hence (j+r)/(n—k+j) does not approach to 0 or 1 as n—cc but
(j4r) | (n—k+j) converges to 8 (0 < 8 < 1), a constant,
Let/z(...) be a speciﬁed function such that E (A (x,Y))
exists, thenfor 1 € r < s < n
E(h(Xy:n, Xs;n )

L
= & —1 (y . —r=1(1_ pn- )
B(r,s—r, n—s+1”h(w"’)‘“ (r—w) =t (1= v)*e dw dy

where the integration is to be carried out over the region : v > w.
Px)Zwx2Px—-1,P(Hp 2v2PQO-1
Using the identity
W=l (y = W)L (L—y)n-s =pr=1 (p —w)s =L (1 —p)»-s-1
—wr L (p—w)-T (L—y)"=s1—y" (y—w)e~7=1 (1 —y)r-s-1
we have
rE( (Xr+l wn o+ Xsp1:n))=nE(h (Xr:n-—l, Xs: na1))
~(n—s) E (h (X, n, Xs; W)—E=r)Eh (X, .n Xsq1: )
If we let & (X, ., , Xy., )=1, we have a recurrence relation between

the pmf of order statistics. Further if we let #( X, X)=X X the

r.n sn rn sn,
recurrence relation for the moments of order statistics is obtained.
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